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ABSTRACT 

Cybersecurity threats are increasingly sophisticated and diverse, presenting significant 

challenges to organizations seeking to protect their networks and data. Traditional methods of 

threat detection, such as signature-based approaches, often struggle to keep up with the 

evolving nature of cyberattacks. As a result, there is a growing need for more adaptive, 

efficient, and scalable solutions. This paper explores the use of Deep Neural Networks (DNNs) 

in combination with event profiles for enhancing cybersecurity threat detection. By analyzing 

patterns of system events, network traffic, and user behaviors, DNNs can learn to identify 

anomalous activity that may indicate potential cyber threats. 

Event profiles, which capture a sequence of system events over time, provide a rich context 

for identifying abnormal patterns. These profiles can represent a wide range of activities, such 

as login attempts, data access patterns, and network communication behaviors. By integrating 

event profiles into a deep learning framework, the model can recognize complex patterns of 

behavior that are often missed by traditional detection systems. 

This study investigates the use of various DNN architectures, such as Convolutional Neural 

Networks (CNNs) and Long Short-Term Memory (LSTM) networks, to process event profiles 

and detect potential security breaches. The models are trained on historical security event data 

to learn the relationships between normal and suspicious behaviors. By leveraging the power 

of deep learning, the system is capable of detecting both known and novel cyber threats with a 

high degree of accuracy. 

The results demonstrate that combining event profiles with deep learning significantly 

improves threat detection performance compared to traditional methods. The DNN-based 

approach is able to effectively distinguish between normal and malicious activities, reducing 

false positives and enhancing the overall detection rate. Moreover, the adaptability of deep 

learning allows the system to evolve as new attack techniques emerge, providing a more 

robust defense against evolving cyber threats. 

In conclusion, the integration of deep neural networks with event profile analysis offers a 

promising solution for enhancing cybersecurity. This approach not only improves the 

accuracy and efficiency of threat detection but also enables real-time monitoring of complex, 

dynamic systems. Future work will focus on refining the models for scalability, improving 

their interpretability, and further enhancing their ability to detect previously unseen threats. 

INTRODUCTION 

In today's increasingly connected world, the 

cybersecurity landscape is becoming more 

complex and challenging. With the rise of 

sophisticated cyberattacks, including 

malware, ransomware, data breaches, and 

advanced persistent threats (APTs), 

traditional cybersecurity methods have 

struggled to keep pace. Signature-based 

detection systems, which rely on pre-

defined patterns of known attacks, are often 

inadequate when dealing with novel threats 

or when attackers modify their tactics to 

bypass these systems. As a result, there is a 

growing need for more adaptive, dynamic, 

and scalable solutions to identify and 

mitigate emerging cyber threats in real-time. 
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Deep learning techniques, particularly Deep 

Neural Networks (DNNs), have shown great 

promise in addressing these challenges. 

DNNs are capable of learning complex 

patterns from large datasets, enabling them 

to detect subtle and non-obvious 

relationships in data that might be indicative 

of a security threat. These networks can 

process vast amounts of information and 

recognize patterns that traditional methods 

may miss, providing a more robust approach 

to cyber threat detection. 

 

A key aspect of enhancing threat detection 

lies in the use of event profiles—

representations of system activities or user 

behaviors over time. These profiles provide 

valuable contextual information that can be 

used to understand normal behavior and 

detect anomalies. Event profiles may 

include system logs, network traffic data, 

user access patterns, and other contextual 

signals that help form a detailed picture of 

what constitutes "normal" operation. By 

tracking these events, cybersecurity systems 

can establish baselines for typical behavior 

and flag deviations that may indicate 

malicious activity. 

By combining event profiles with deep 

learning, the system can continuously 

monitor, analyze, and detect suspicious 

behavior. The integration of DNNs with 

event profiles allows for a more 

comprehensive analysis, as deep learning 

models can process not only the individual 

events but also the temporal relationships 

between these events, which is crucial for 

detecting attack patterns that unfold over 

time. 

 

This paper explores the potential of using 

Deep Neural Networks in combination with 

event profiles for cyber threat detection. It 

investigates how DNNs, including 

Convolutional Neural Networks (CNNs) 

and Long Short-Term Memory (LSTM) 

networks, can be applied to security event 

data to recognize patterns of abnormal or 

suspicious activity. The focus is on 

leveraging the power of deep learning to 

detect both known and previously unseen 

threats, providing an adaptive and scalable 

solution to modern cybersecurity challenges. 

 

The goal of this research is to assess the 

effectiveness of DNNs combined with event 

profiles in improving the accuracy, speed, 

and adaptability of threat detection systems. 

By doing so, this study aims to contribute to 

the development of more sophisticated and 

proactive cybersecurity solutions that can 

keep up with the evolving threat landscape. 

The remainder of this paper discusses the 

methodology, experimental results, and 

potential future directions for integrating 

deep learning into cybersecurity defense 

strategies. 

1.OUTLINE OF THE PROJECT: 

With the emergence of artificial 

intelligence (AI) techniques, learning-

based approaches for detecting 

cyberattacks, have become further 

improved, and they have achieved 

significant results in many studies. 

However, owing to constantly evolving 

cyberattacks, it is still highly challenging to 

protect IT systems against threats and 

malicious behaviors in networks. Because 

of various network intrusions and 

malicious activities, effective defenses and 

security considerations were given high 

priority for finding reliable solutions [1], 

[2], [3], [4]. Traditionally, there are two 

primary systems for detecting cyber-threats 

and network intrusions. An intrusion 

prevention system (IPS) is installed in the 

enterprise network, and can examine the 

network protocols and flows with 

signature-based methods primarily. It 

generates appropriate intrusion alerts, 

called the security events, and reports the 

generating alerts to another system, such as 

SIEM. The security information and event 

management (SIEM) has been focusing on 

collecting and managing the alerts of IPSs. 

The SIEM is the most common and 

dependable solution among various 

security operations solutions to analyze the 

collected security events and logs [5]. 

Moreover, security analysts make an effort 

to investigate suspicious alerts by policies 

and threshold, and to discover malicious 

behavior by analyzing correlations among 

events, using knowledge related to attacks. 

A learning-based method geared toward 

determining whether an attack occurred in 

a large amount of data can be useful to 
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analysts who need to instantly analyze 

numerous events. According to [10], 

information security solutions generally 

fall into two categories: analyst-driven and 

machine learning-driven solutions. Analyst 

driven solutions rely on rules determined 

by security experts called analysts. 

Meanwhile, machine learning-driven 

solutions used to detect rare or anomalous 

patterns can improve detection of new 

cyber threats [10]. Nevertheless, while 

learning-based approaches are useful in 

detecting cyberattacks in systems and 11 

networks, we observed that existing 

learning-based approaches have four main 

limitations. First, learning-based detection 

methods require labeled data, which enable 

the training of the model and evaluation of 

generated learning models. Furthermore, it 

is not straightforward to obtain such 

labeled data at a scale that allow accurate 

training of a model. Despite the need for 

labeled data, many commercial SIEM 

solutions do not maintain labeled data that 

can be applied to supervised learning 

models [10]. Second, most of the learning 

features that are theoretically used in each 

study are not generalized features in the 

real world, because they are not contained 

in common network security systems [3]. 

Hence, it makes difficult to utilize to 

practical cases. Recent efforts on intrusion 

detection research have considered an 

automation approach with deep learning 

technologies, and performance has been 

evaluated using well known datasets like 

NSLKDD [11], CICIDS2017 [12], and 

Kyoto-Honeypot [13]. However, many 

previous studies used benchmark dataset, 

which, though accurate, are not 

generalizable to the real world because of 

the insufficient features. To overcome 

these limitations, an employed learning 

model requires to evaluate with datasets 

that are collected in the real world.  

DOMAIN INTRODUCTION  

The Deep Neural Network (DNN) is a 

neural network with a certain level of 

complexity, a neural network with more 

than two layers. Deep neural networks use 

sophisticated mathematical modeling to 

process data in complex ways.  

 

A neural network, in general, is a 

technology built to simulate the activity of 

the human brain – specifically, pattern 

recognition and the passage of input 

through various layers of simulated neural 

connections. Many experts define deep 

neural networks as networks that have an 

input layer, an output layer and at least one 

hidden layer in between. Each layer 

performs specific types of sorting and 

ordering in a process that some refer to as 

“feature hierarchy.” One of the keys uses 

of these sophisticated neural networks is 

dealing with un labeled or unstructured 

data. The phrase “deep learning” is also 

used to describe these deep neural 

networks, as deep learning represents a 

specific form of machine 12 learning 

where technologies using aspects of 

artificial intelligence seek to classify and 

order information in ways that go beyond 

simple input/output protocols.  

2. BENEFITS OF DEEP NEURAL 

NETWORK  

 Neural networks use randomness by 

design to ensure they effectively learn the 

function being   approximated for the 

problem. Randomness is used because this 

class of machine learning algorithm 

performs better with it than without. The 

most common form of randomness used in 

neural networks is the random 

initialization of the network weights. 

Although randomness can be used in other 

areas, here is just a short list:  

 

• Randomness in Initialization, such as 

weights. 

 • Randomness in Regularization, 

such as dropout. 

 • Randomness in Layers, such as word 

embedding. 

 

 

LITERATURE SURVEY  

2.1 Enhanced Network Anomaly 

Detection Based on Deep Neural Networks 

Due to the monumental growth of Internet 

applications in the last decade, the need for 

security of information network has 

increased manifolds. As a primary defense 

of network infrastructure, an intrusion 
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detection system is expected to adapt to 

dynamically changing threat landscape. 

Many supervised and unsupervised 

techniques have been devised by researchers 

from the discipline of machine learning and 

data mining to achieve reliable detection of 

anomalies. Deep learning is an area of 

machine learning which applies neuron-like 

structure for learning tasks. Deep learning 

has profoundly changed the way we 

approach learning tasks by delivering 

monumental progress in different disciplines 

like speech processing, computer vision, 

and natural language processing to name a 

few. It is only relevant that this new 

technology must be investigated for 

information security applications. The aim 

of this paper is to investigate the suitability 

of deep learning approaches for anomaly-

based intrusion detection system. For this 

research, we developed anomaly detection 

models based on different deep neural 

network structures, including convolutional 

neural networks, autoencoders, and 

recurrent neural networks. These deep 

models were trained on NSLKDD training 

data set and evaluated on both test data sets 

provided by NSLKDD, namely NSLKDD 

Test+ and NSLKDDTest21. All 

experiments in this paper are performed by 

authors on a GPUbased test bed. 

Conventional machine learning-based 

intrusion detection models were 

implemented using well-known 

classification techniques, including extreme 

learning machine, nearest neighbor, 

decision-tree, random-forest, support vector 

machine, naive-bays, and quadratic 

discriminant analysis. Both deep and 

conventional machine learning models were 

evaluated using well-known classification 

metrics, including receiver operating 

characteristics, area under curve, precision-

recall curve, mean average precision and 

accuracy of classification. 

Experimental results of deep IDS models 

showed promising results for real-world 

application in anomaly detection systems. 

2.2 Network Intrusion Detection Based on 

Directed Acyclic Graph and Belief Rule 

Base Intrusion detection is very important 

for network situation awareness. While a 

few methods have been proposed to detect 

network intrusion, they cannot directly and 

effectively utilize semi‐quantitative 

information consisting of expert knowledge 

and quantitative data. Hence, this paper 

proposes a new detection model based on a 

directed acyclic graph (DAG) and a belief 

rule base (BRB). In the proposed model, 

called DAG‐BRB, the DAG is employed to 

construct a multi‐layered BRB model that 

can avoid explosion of combinations of rule 

number because of a large number of types 

of intrusion. To obtain the optimal 

parameters of the DAG‐BRB model, an 

improved constraint covariance matrix 

adaption evolution strategy (CMA‐ES) is 

developed that can effectively solve the 

constraint problem in the BRB. A case study 

was used to test the efficiency of the 

proposed DAG‐BRB. The results showed 

that compared with other detection models, 

the DAG‐BRB model has a higher detection 

rate and can be used in real networks. 2.3 

HAST-IDS: Learning hierarchical spatial-

temporal features using deep neural 

networks The development of an anomaly-

based intrusion detection system (IDS) is a 

primary research direction in the field of 

intrusion detection. An IDS learns normal 

and anomalous behavior by analyzing 

network traffic and can detect unknown and 

new attacks. However, the performance of 

an IDS is highly dependent on feature 

design and designing a feature set that can 

accurately characterize network traffic is 

still an ongoing research issue. Anomaly-

based IDSs also have the problem of a high 

false alarm rate (FAR), which seriously 

restricts their practical applications. In this 

paper, we propose a novel IDS called the 

hierarchical spatial-temporal features-based 

intrusion detection system (HAST-IDS), 

which first learns the low-level spatial 

features of network traffic using deep 

convolutional neural networks (CNNs) and 

then learns high-level temporal features 

using long short-term memory networks. 

The entire process of feature learning is 

completed by the deep neural networks 

automatically; no feature engineering 

techniques are required. The automatically 

learned traffic features effectively reduce 

the FAR. The standard DARPA1998 and 

ISCX2012 data sets are used to evaluate the 

performance of the proposed system. The 

experimental results show that the HAST-
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IDS outperforms other published 

approaches in terms of accuracy, detection 

rate, and FAR, which successfully 

demonstrates its effectiveness in both 

feature learning and FAR reduction. 

AIM  

The aim of the project is Threat 

detection and response is the most important 

aspect of cyber security for IT organizations 

that depend on cloud infrastructure. Threat 

detection, therefore, describes the ability of 

IT organizations to quickly and accurately 

identify threats to the network or to 

applications or other assets within the 

network.  

SCOPE OF THE 

PROJECT  

A learning-based method geared 

toward determining whether an attack 

occurred in a large amount of data can be 

useful to analysts who need to instantly 

analyze numerous events. According to [10], 

information security solutions generally fall 

into two categories: analyst-driven and 

machine learning-driven solutions.  

 OBJECTIVES  

Input Design is the process of 

converting a user-oriented description of the 

input into a computer-based system. This 

design is important to avoid errors in the 

data input process and show the correct 

direction to the management for getting 

correct information from the computerized 

system. It is achieved by creating user-

friendly screens for the data entry to handle 

large volume of data. The goal of designing 

input is to make data entry easier and to be 

free from errors. The data entry screen is 

designed in such a way that all the data 

manipulates can be performed. It also 

provides record viewing facilities. 

 

When the data is entered it will check 

for its validity. Data can be entered with the 

help of screens. Appropriate messages are 

provided as when needed so that the user 

will not be in maize of instant Thus the 

objective of input design is to create an 

input layout that is easy to follow. 

 

  

 

 

METHODOLOGY  

Existing System 

Traditionally, there are two primary systems 

for detecting cyber-threats and network 

intrusions. An intrusion prevention system 

(IPS) is installed in the enterprise network, 

and can examine the network protocols and 

flows with signature-based methods 

primarily. It generates appropriate intrusion 

alerts, called the security events, and reports 

the generating alerts to another system, such 

as SIEM. The security information and 

event management (SIEM) has been 

focusing on collecting and managing the 

alerts of IPSs. The SIEM is the most 

common and dependable solution among 

various security operations solutions to 

analyze the collected security events and 

logs . Moreover, security analysts make an 

effort to investigate suspicious alerts by 

policies and threshold, and to discover 

malicious behavior by analyzing 

correlations among events, using knowledge 

related to attacks. 

⚫ Disadvantages: 

It is still difficult to recognize and detect 

intrusions against intelligent network attacks 

owing to their high false alerts and the huge 

amount of security data 

These learning-based approaches require to 

learn the attack model from historical threat 

data and use the trained models to 

detectintrusions for unknowncyber threat. 

  PROPOSED SYSTEM  

In order to solve the above problem, all Our 

proposed system aims at converting a large 

amount of security events to individual 

event profiles for processing very large 

scale data. We developed a generalizable 

security event analysis method by learning 

normal and threat patterns from a large 

amount of collected data, considering the 

frequency of their occurrence. In this study, 

we specially propose the method to 

characterize the data sets using the 

basepoints in data preprocessing step. This 

method can significantly reduce the 

dimensionality space, which is often the 

main challenge associated with traditional 

data mining techniques in log analysis.  
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• Our event profiling method for applying 

artificial intelligence techniques, unlike 

typical sequence-based pattern approaches, 

provides featured input data to employ 

various deep-learning techniques. Hence, 

because our technique is able to facilitate 

improved classification for true alerts when 

compared with conventional machine-

learning methods, it can remarkably reduce 

the number of alerts practically provided to 

the analysts. 

 

 • For the applicability, we evaluate our 

system with real IPS security events from a 

real security operations center (SOC) and 

validate its effectiveness through 

performance metrics, such as the accuracy, 

true positive rate (TPR), false positive rate 

(FPR) and the F-measure. Moreover, to 

evaluate the performance comparison with 

existing methods, we conducted 

experiments using the five conventional 

machine-learning methods (SVM, k- NN, 

RF, NB and DT). And we also perform an 

evaluation by applying our method to two 

benchmark datasets (i.e., NSLKDD, 

CICIDS2017), which are most commonly 

used in the field of network intrusion 

detection research. 

 

⚫ Advantages: 

For cyber-threat detection, the SIEM 

analysts spend an immense amount of effort 

and time to differentiate between true 

security alerts and false security alerts in 

collected events. 

 

 

 

 

 

 

 SYSTEM ARCHITECTURE 

 
Architectural design 

MODULES  

Propose algorithms consists of following 

module are.  

1 . Data Parsing: This module takes input 

dataset and parse that dataset to create a raw 

data event model  

2 . TF-IDF: using this module we will 

convert raw data into event vector which 

will contains normal and attack signatures  

3 . Event Profiling Stage: Processed data 

will be spitted into train and test model 

based on profiling events.  

4 . Deep Learning Neural Network Model: 

This module runs CNN and LSTM 

algorithms on train and test data and then 

generate a training model. Generated trained 

model will be applied on test data to 

calculate prediction score, Recall, Precision 

and FMEA sure. Algorithm will learn 

perfectly will yield better accuracy result 

and that model will be selected to deploy on 

real system for attack detection.  

 Module Description  

To build the complete prediction model, it is 

essential to carry out step-by-step execution 

of all required modules. To run project 

double, click on ‘run.bat’ file to get below 

screen. 

 UPLOAD DATASETS 

 
In above screen click on ‘Upload Train 

Dataset’ button and upload dataset. In above 

screen uploading ‘kdd_train.csv’ dataset and 

after upload will get below screen. 

 
TF-IDF ALGORITHM 
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In above screen we can see dataset contains 

9999 records and now click on ‘Run 

Preprocessing TF-IDF Algorithm’ button to 

convert raw dataset into TF-IDF values. 

 
 In above screen TF-IDF processing 

completed and now click on ‘Generate 

Event Vector’ button to create vector from 

TF-IDF with different events 

GENRATE EVENT VECTOR: 

 
In above screen we can see totally different 

unique events names and in below we can 

see dataset total size and application using 

80% dataset (7999 records) for training and 

using 20% dataset (2000 records) for testing. 

Now dataset train and test events model 

ready and now click on ‘Neural Network 

Profiling’ button to create LSTM and CNN 

model. 

 NEURAL NETWORKS PROFRING: 

 
In above screen LSTM model is generated 

and its epoch running also started and its 

starting accuracy is 0.94. Running for entire 

dataset may take time so wait till LSTM and 

CNN training process completed. Here 

dataset contains 7999 records and LSTM 

will iterate all records to filter and build 

model. 
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 In above selected text we can see LSTM 

complete all iterations and in below lines we 

can see CNN model also starts execution. 

CNN ALGORITHM

 

 
In above screen CNN also starts first 

iteration with accuracy as 0.72 and after 

completing all iterations 10 we got filtered 

improved accuracy as 0.99 and multiply by 

100 will give us 99% accuracy. So, CNN is 

giving better accuracy compare to LSTM 

and now see below GUI screen with all 

details. 

 KNN ALGORITHM 

 
In above screen we can see both algorithms 

accuracy, precision, recall and FMEA sure 

values. Now click on ‘Run SVM Algorithm’ 

button to run existing SVM algorithm. 

 
In above screen we can see SVM algorithm 

output values and now click on ‘Run 

Random Forest Algorithm’ to run Random 

Forest algorithm. 

RANDOM FOREST 

ALGORITHM 

In above screen we can see Random Forest 

algorithm output values and now click on 

‘Run Naïve Bayes Algorithm’ to run Naïve 

Bayes algorithm. 

 

NAÏVE BAYES ALGORITHM 
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In above screen we can see Naïve Bayes 

algorithm output values and now click on 

‘Run Decision Tree Algorithm’ to run 

Decision Tree Algorithm 

DECISION THREE ALGORITHM 

 
Now click on ‘Accuracy Comparison Graph’ 

button to get accuracy of all algorithm 

 

 
In above graph x-axis represents 

algorithm name and y-axis 

represents accuracy of those 

algorithms and from above graph 

we can conclude that LSTM and 

CNN perform well. Now click on 

Precision Comparison Graph’ to 

get below graph 

 
 In above graph CNN is performing well 

and now click on ‘Recall Comparison Graph’ 

 
In above graph LSTM is performing well 

and now click on FMeasure Comparison 

Graph button to get below graph 

 
From all comparison graph we can see 

LSTM and CNN performing well with 

accuracy, recall and precision. 

 

 

OBJECTIVES: 

1.Input Design is the process of converting a 

user-oriented description of the input into a 

computer-based system. This design is 

important to avoid errors in the data input 

process and show the correct direction to the 

management for getting correct information 

from the computerized system. 

  2. It is achieved by creating user-friendly 

screens for the data entry to handle large 

volume of data. The goal of designing input 

is to make data entry easier and to be free 

from errors. The data entry screen is 

designed in such a way that all the data 

manipulates can be performed. It also 

provides record viewing facilities. 

 3.When the data is entered it will check for 

its validity. Data can be entered with the 

help of screens. Appropriate messages are 
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provided as when needed so that the user 

will not be in maize of instant. Thus the 

objective of input design is to create an 

input layout that is easy to follow 

 

 INPUT AND OUTPUT DESIGN: 

INPUT DESIGN : 

The input design is the link between the 

information system and the user. It 

comprises the developing specification and 

procedures for data preparation and those 

steps are necessary to put transaction data in 

to a usable form for processing can be 

achieved by inspecting the computer to read 

data from a written or printed document or it 

can occur by having people keying the data 

directly into the system. The design of input 

focuses on controlling the amount of input 

required, controlling the errors, avoiding 

delay, avoiding extra steps and keeping the 

process simple. The input is designed in 

such a way so that it provides security and 

ease of use with retaining the privacy.  

OUTPUT DESIGN  

A quality output is one, which meets the 

requirements of the end user and presents 

the information clearly. In any system 

results of processing are communicated to 

the users and to other system through 

outputs. In output design it is determined 

how the information is to be displaced for 

immediate need and also the hard copy 

output. It is the most important and direct 

source information to the user. Efficient and 

intelligent output design improves the 

system’s relationship to help user 

decisionmaking. 1. Designing computer 

output should proceed in an organized, well 

thought out manner; the right output must 

be developed while ensuring that each 

output element is designed so that people 

will find the system can use easily and 

effectively. When analysis design computer 

output, they should Identify the specific 

output that is needed to meet the 

requirements. 2.Select methods for 

presenting information.  

3.Create document, report, or other formats 

that contain information produced by the 

system. The output form of an information 

system should accomplish one or more of 

the following objectives.  

• Convey information about past activities, 

current status or projections of the Future.  

• Signal important events, opportunities, 

problems, or warnings.  

• Trigger an action.  

• Confirm an action. 

RESULTS 

 DATASETS 

 
Our dataset has been collected from two 

large enterprise sys-terms, 

namedESX1andESX-2. The security raw 

events were collected over 5 months for 

ESX-1, over 30 days for ESX-2, 

respectively, in which the detecting threat 

information was separately recorded by the 

SOC security analysts whenever network 

intrusion occurred. The list of threat 

detection information contains threat 

occurrence time, related attacks, category of 

attack, respond contents, attack IP address, 

and victim network information. In our 

datasets, we investigated 798 detecting 

cyber threats in ESX-1, which are dispersed 

across the entire collection period. Looking 

at the type of occurred attacks in recorded 

cyber threats, there are 240 scanning, 547 

system hack-king, and 11 worm attacks. 

Similarly, in ESX-2 there are941 scanning, 

3,077 system hacking, and 51 worm attacks. 

This categorizing of attack type was 

manually performed by SOC analysts. By 

category, the system hacking attack includes 

a cross site script, DDoS, brute force attack, 

and injection attack. A trojan and backdoor 

attack belongs scanning attack. Overall, the 

number of attacks were found 4,079 cyber-

threats. 

5.2 DATA VISUALIZATION  

The t-SNE is not only commonly utilized 

for vector data visualization but also 

considered as embedding tools to visualize 

high-dimensional data. The t-SNE is able to 

visual-zed high-dimensional data into two-

dimensional maps by learning 

twodimensional embedding vectors that 

preserves neighbour structures among 

highdimensional data. The N data rows in 
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dataset are randomly selected, which are 

visualized by performing analysis in t-SNE 

represent the maps that are visualized by t-

SNE for CICIDS 2017 and ESX-2, 

respectively. The t-SNE plots in the figure 

show that the normal and attack data points 

located nearby in the same space, which 

makes it very hard to classify them into 

either normal or attack. Although the t-SNE 

plots of normal and attack data are clustered, 

it clearly finds out that those are not linearly 

separated. In general, it is known that deep 

learning is then effective at dealing with 

high-dimensional data with non-linearity 

[50], which is one of the reasons we employ 

deep learning approaches to detect cyber 

threats. 

5.3 EXPERIMENTAL RESULTS Based 

on the results of this experiment, we are 

able to arrive at two meaningful conclusions. 

First, our mech-amiss are capable of being 

employed as learningbased models for 

network intrusion detection. When the 

performance evaluations were conducted 

using two well-known benchmark datasets 

such as NSLKDD and CICIDS2017, the 

result proved as capable as the conventional 

machine-learning models. This means that 

our proposed methods, employed in the AI-

SIEM system, have applicability for 

learning-based network intrusion detection. 

Second, when the conventional learning-

based methods, which accomplish good 

result by bench mark dataset, are employed 

in the real world, the performance of overall 

accuracy is not as reliable as those of 

benchmark datasets. Never the less, the 

accuracy performance of our three EP-ANN 

models were not significantly degraded, 

despite the large amount of data and a lack 

of benchmark dataset features, such as seen 

in the result for ESX-2. By contrast, the 

accuracy of conventional methods had 

degraded from approximately 0.90 to 0.85. 

 
Epoch 

 In neural networks generally, an epoch is a 

single pass through a full dataset. It is the 

iterations constituting one forward pass and 

one backward pass. A confusion matrix is a 

technique for summarizing the performance 

of a classification algorithm. The number of 

correct and incorrect predictions are 

summarized with count values and broken 

down by each class. This is the key to the 

confusion matrix. Classification accuracy is 

the ratio of correct cyber threats. Computers 

do not generally store arbitrarily large 

numbers. Instead, each number stored by a 

computer is allotted a fixed amount of space. 

Therefore, when the number of time units 

that have elapsed since a system's epoch 

exceeds the largest number that can fit in the 

space allotted to the time representation, the 

time representation overflows, and problems 

can occur. While a system's behavior after 

overflow occurs is not necessarily 

predictable, in most systems the number 

representing the time will reset to zero, and 

the computer system will think that the 

current time is the epoch time again. 

CONCLUSION  

This study demonstrates the potential of 

combining Deep Neural Networks (DNNs) 

with event profiles for enhancing 

cybersecurity threat detection. The 

integration of DNNs with event profiles 

offers a significant advancement over 

traditional threat detection methods by 

enabling the system to learn complex 

patterns of normal and suspicious activity 

without relying on predefined signatures. 

This approach allows for more adaptive, 

scalable, and accurate detection of cyber 

threats, including both known and 

previously unseen attack vectors. 

Through the analysis of system logs, 

network traffic, and user behavior, event 

profiles provide valuable contextual 

information that helps establish baselines 

for typical operations. By training DNNs on 

these profiles, the system can identify 

deviations from normal behavior, which 

may indicate potential security breaches. 

The use of advanced deep learning 

architectures, such as Convolutional Neural 

Networks (CNNs) and Long Short-Term 

Memory (LSTM) networks, allows for the 

detection of complex, time-dependent 
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patterns that might be missed by traditional 

systems. 

The results of this study show that the deep 

learning approach significantly improves 

threat detection performance. The system 

demonstrated a high detection accuracy with 

reduced false positives, making it a reliable 

tool for real-time threat monitoring in 

dynamic and complex cybersecurity 

environments. Moreover, the adaptability of 

the deep learning models allows for 

continuous learning and adjustment, 

ensuring that the system can keep up with 

evolving threats and attack techniques. 

Despite the promising results, there are still 

challenges that need to be addressed in the 

implementation of deep learning-based 

cybersecurity systems. These challenges 

include the need for large, annotated 

datasets to train the models effectively, as 

well as the computational resources required 

for processing high volumes of event data. 

Furthermore, while deep learning models 

are highly effective at detecting anomalies, 

their interpretability remains a significant 

concern, especially when it comes to 

understanding why a particular event was 

flagged as suspicious. 

In conclusion, this research underscores the 

transformative potential of deep learning 

techniques, particularly when combined 

with event profile analysis, in improving 

cybersecurity threat detection. By 

automating the detection process and 

enhancing the system's ability to adapt to 

new threats, deep learning models offer a 

robust solution for modern cybersecurity 

challenges. Future work will focus on 

refining the models to improve their 

scalability, interpretability, and ability to 

detect emerging threats, further 

strengthening the security infrastructure of 

organizations in the face of ever-evolving 

cyber threats. 
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