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ABSTRACT 

Agriculture is the cornerstone of global food 

production and economic stability, making the 

detection and management of crop diseases a 

critical concern for farmers worldwide. Traditional 

methods of disease identification, relying on 

manual observation and expert knowledge, are 

time-consuming, prone to misdiagnosis, and 

dependent on human expertise. With the rapid 

growth of the global population and increasing 

food demands, the need for efficient, accurate, and 

scalable solutions to crop disease detection has 

never been more urgent. This research explores the 

application of deep learning techniques, 

particularly Convolutional Neural Networks 

(CNNs), in automating crop disease detection to 

improve agricultural productivity and 

sustainability.By leveraging the power of deep 

learning, this study aims to enhance the accuracy of 

disease identification in crops through advanced 

image recognition capabilities. The model analyzes 

plant images to detect patterns associated with 

various diseases, enabling early intervention and 

minimizing yield loss. Furthermore, the use of AI-

driven solutions allows for more precise 

recommendations regarding pesticide application, 

thus reducing environmental harm by avoiding 

unnecessary chemical use.The integration of deep 

learning into agriculture represents a transformative 

shift, offering farmers a tool that not only detects 

crop diseases more accurately and efficiently but 

also supports timely actions that can prevent the 

spread of infections. This work demonstrates the 

potential of deep learning in revolutionizing crop 

management practices, contributing to food 

security, and promoting environmentally 

responsible farming practices. 

Keywords: Inventive growth, Food source, 

Agricultural experts, Yield losses, CNN, Crop 

management 

1. INTRODUCTION 

As a superpower with more than 20% of the 

world’s total population, China has been facing the 

problem of insufficient arable land resources. 

According to the survey data of the Ministry of 

Agriculture, the proportion of cultivated land in 

China is even less than 10% of China’s land area.  

According to statistics data, the mountainous area 

accounts for about two-thirds of the total land area 

in China, while the plain area accounts for only 

one-third. About one third of the country’s 
agricultural population and arable land are in 

mountainous areas. This situation has resulted in 

the relatively poor production conditions of 

agriculture, forestry, and animal husbandry in 

China.  

According to the statistics of the Food and 

Agriculture Organization of the United Nations, the 

per capita cultivated land area in China is less than 

half of the world average level and shows a 

decreasing trend year by year. Once the natural 

disasters cause agricultural production reduction, it 

will seriously affect the output of agricultural 

products and agricultural development. So how to 
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develop agriculture stably, especially in the 

complex environment, is extremely important for 

China.Although with the development of science 

and technology, agricultural production is 

progressing. But due to various natural factors and 

non-natural factors, the yield of crops has not been 

greatly improved. Among the various factors, the 

largest proportion is the problem of crop diseases 

and insect pests. According to statistics, the area of 

crops affected by pests and diseases in China is as 

high as 280 million km2 every year, and the direct 

yield loss is at least 25 billion kg [1]. In recent 

years, this problem is on the rise and seriously 

threatens the development of planting industry. 

Timely diagnosis and prevention of crop diseases 

has become particularly important. At present, 

agricultural workers often use books and network, 

contact local experts, and use other methods to 

protect and manage crop diseases. But for various 

reasons, misjudgments and other problems often 

occur, resulting in agricultural production is deeply 

affected. 

As agricultural challenges continue to evolve, the 

need for advanced solutions has become more 

apparent. The rise of deep learning, especially 

through Convolutional Neural Networks (CNNs), 

offers a transformative solution to the problem of 

crop disease detection. Deep learning algorithms 

excel at processing large datasets and identifying 

intricate patterns in images, making them ideal for 

tasks such as disease recognition in crops. By 

automating the detection process, deep learning 

models can provide more accurate, real-time 

diagnoses and offer recommendations for 

appropriate interventions.The introduction of AI-

driven approaches in agriculture is reshaping how 

farmers manage their crops. By integrating deep 

learning into crop disease detection, farmers can 

now detect diseases with greater precision and at 

earlier stages, allowing for timely interventions that 

prevent the spread of infections. Additionally, these 

systems can provide tailored suggestions for 

pesticide use, reducing the environmental impact 

associated with the overuse of chemicals and 

promoting more sustainable farming practices.This 

research aims to explore the potential of deep 

learning in revolutionizing crop disease detection 

and classification, ultimately improving 

agricultural productivity and food security. By 

harnessing the power of AI, this study seeks to 

offer a solution that enhances the accuracy, 

efficiency, and sustainability of crop disease 

management, ensuring a more secure food future 

for all. 

2. LITERATURE SURVEY 

López et al. proposed an autonomous monitoring 

system based on a low-cost image sensor that it can 

capture and send images of the trap contents to a 

remote-control station with the periodicity 

demanded by the trapping application. This 

autonomous monitoring system will be able to 

cover large areas with very low energy 

consumption. This issue would be the main key 

point in this study; since the operational live of the 

overall monitoring system should be extended to 

months of continuous operation without any kind 

of maintenance (i.e., battery replacement). The 

images delivered by image sensors would be time-

stamped and processed in the control station to get 

the number of individuals found at each trap. All 

the information would be conveniently stored at the 

control station, and accessible via Internet by 

means of available network services at control 

station (WiFi, WiMax, 3G/4G, etc.). 

Srivastav et al. focused on a pest control and 

monitoring system for efficient sugarcane crop 

production, which is a staple crop grown in Pune. 

The main pests that affect sugarcane are top shoot 

borer, stalk borer, rood borer and sugarcane wooly 

aphid. Apart from this, the main diseases that affect 

sugarcane crop are red rot, Smut, Grassy Shoot and 

Wilt. The system uses an acoustic device sensor 

which monitors the noise level of the pests and 

gives an indication to the farmer through an alarm 

when the noise crosses a threshold. The 

dissemination of is done via a network of wireless 

sensors connected to a control room computer. 

Transmission and reception of field data is through 

ZigBee 802.15.4 digital communication device 

standard. The system covers large areas with very 

low energy consumption. 

Athanikar et al. described a neural network-based 

detection and classification of Potato leaf samples 

using Segmentation of K-Means Clustering. 

Algorithms are developed to acquire and process 

colour images of single leaf samples. Different 

leaves like healthy and diseased are considered for 

the study. The developed algorithms are used to 

extract over 24 (colour, texture, and area) features. 

The texture features are extracted from the gray 

level co-occurrence matrix (GLCM). A back 

Propagation Neural Network (BPNN)-based 

classifier is used to identify and classify the 

unknown leaf that is the leaf is healthy or diseased, 

if leaf is diseased, one then classifies the disease by 

giving description (name, cause, pesticides). The 

colour, texture and area features are presented to 

the neural network for training purposes. The 

trained network is then used to identify and classify 

the unknown leaf samples. The classification is 

carried out using different types of features sets, 

viz., colour, texture, and area. Classification 

accuracies of over 92% are obtained for all the 

leaves samples (healthy and diseased) using all the 

three feature sets. 
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Wang et al. recognized method to realize plant 

image diseases, four kinds of neural networks 

including backpropagation (BP) networks, radial 

basis function (RBF) neural networks, generalized 

regression networks (GRNNs) and probabilistic 

neural networks (PNNs) were used to distinguish 

wheat stripe rust from wheat leaf rust and to 

distinguish grape downy mildew from grape 

powdery mildew based on color features, shape 

features and texture features extracted from the 

disease images. The results showed that 

identification and diagnosis of the plant diseases 

could be effectively achieved using BP networks, 

RBF neural networks, GRNNs and PNNs based on 

image processing. 

Samantha et al. proposed image processing 

methodology to detect scab disease of potato. In 

this paper first, the captured images are collected 

from different potato field and are processed for 

enhancement. Then image segmentation is carried 

out to get target regions (disease spots). Finally, 

analysis of the target regions (disease spots) based 

on histogram approach to finding the phase of the 

disease and then the treatment consultative module 

can be prepared by on the lookout for agricultural 

experts, so plateful the farmers. 

Too et al. focused on fine-tuning and evaluation of 

state-of-the-art deep convolutional neural 

network for image-based plant disease 

classification. An empirical comparison of the deep 

learning architecture is done. The architectures 

evaluated include VGG 16, Inception V4, ResNet 

with 50, 101 and 152 layers and DenseNets with 

121 layers. The data used for the experiment is 38 

different classes including diseased and healthy 

images of leafs of 14 plants from plant Village. 

Fast and accurate models for plant disease 

identification are desired so that accurate measures 

can be applied early. Thus, alleviating the problem 

of food security. In this experiment, DenseNets has 

tendency’s to consistently improve in accuracy 

with growing number of epochs, with no signs of 

overfitting and performance deterioration. 

Mohanty et al. used a public dataset of 54,306 

images of diseased and healthy plant leaves 

collected under controlled conditions, in this work 

trained a deep convolutional neural network to 

identify 14 crop species and 26 diseases (or 

absence thereof). The trained model achieves an 

accuracy of 99.35% on a held-out test set, 

demonstrating the feasibility of this approach. 

Overall, the approach of training deep learning 

models on increasingly large and publicly available 

image datasets presents a clear path toward 

smartphone-assisted crop disease diagnosis on a 

massive global scale. 

Dyrmann et al. presented a method that is capable 

of recognising plant species in colour images by 

using a convolutional neural network. The network 

is built from scratch trained and tested on a total of 

10,413 images containing 22 weed and crop species 

at early growth stages. These images originate from 

six different data sets, which have variations with 

respect to lighting, resolution, and soil type. This 

includes images taken under controlled conditions 

about camera stabilisation and illumination, and 

images shot with hand-held mobile phones in fields 

with changing lighting conditions and different soil 

types. For these 22 species, the network can 

achieve a classification accuracy of 86.2%. 

Sa et al. presented a novel approach to fruit 

detection using deep convolutional neural 

networks. The system builded an accurate, fast and 

reliable fruit detection system, which is a vital 

element of an autonomous agricultural robotic 

platform; it is a key element for fruit yield 

estimation and automated harvesting. Recent work 

in deep neural networks has led to the development 

of a state-of-the-art object detector termed Faster 

Region-based CNN (Faster R-CNN). We adapt this 

model, through transfer learning, for the task of 

fruit detection using imagery obtained from two 

modalities: colour (RGB) and Near-Infrared (NIR). 

Early and late fusion methods are explored for 

combining the multi-modal (RGB and NIR) 

information.  

Sladojevic et al. studied the plant disease 

recognition has been proposed for the first time. All 

essential steps required for implementing this 

disease recognition model are fully described 

throughout the paper, starting from gathering 

images to create a database, assessed by 

agricultural experts. Caffe, a deep learning 

framework developed by Berkley Vision and 

Learning Centre, was used to perform the deep 

CNN training. The experimental results on the 

developed model achieved precision between 91% 

and 98%, for separate class tests, on average 

96.3%. 

Ahmeb and Wang proposed a crop disease and pest 

identification model based on deep learning from 

the perspective of ecological and environmental 

protection to solve the problems of many kinds of 

crop diseases and pests, fast diffusion speed, and 

long-time of manual identification of diseases and 

pests. Firstly, crop images are collected by field 

sampling to collect data set, and image 

preprocessing is completed by using nearest 

neighbor interpolation. Then, the network structure 

of the AlexNet model is improved. By optimizing 

the full connection layer, different neuron nodes 

and experimental parameters are set. Finally, the 

improved AlexNet model is used to identify crop 

diseases and pests. And the recognition accuracy of 

this method on other data sets is not less than 

91&#x0025; which has good portability. 
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Tao and Cuicu studied the aking leaf black spot, 

anthracnose, and leaf blight of Ophiopogon 

japonicus as the research objects, lesions were 

separated by K-Means clustering segmentation 

technology. PCA (principal component analysis) 

was carried out on the 46-dimensional eigenvectors 

composed of color, shape, and texture features, and 

then the multi-level classifier designed by SVM 

(support vector machine) was used to identify 

lesions. The recognition rate of the developed leaf 

disease recognition system of O. japonicus 

achieved 93.3%. The results indicated that the 

system is of great significance to the prevention 

and control of O. japonicus diseases and the 

modernization of O. japonicus industry. 

Ranjith et al. studied an outline on the major insect 

pests and the natural enemies associated with 

wheat. Insect pests and natural enemies in wheat 

vary from place to place and there are many other 

insect pests and natural enemies which are 

associated with wheat ecosystem than those 

documented during this study. So, further research 

with in-depth study is recommended so that the role 

of natural enemies in suppressing the pest 

population will be helpful for integrated pest 

management in the wheat ecosystem. 

Srinivasan et al. studied to reduce the over-reliance 

on chemical insecticides, evaluated the 

effectiveness of microbial pesticides (Bacillus 

thuringiensis and Metarhizium 

anisopliae formulations), and neem leaf extract 

alone and in combination (as an IPM package) 

against aphids, thrips, and pod borer on yard-long 

bean in three different provinces of Cambodia from 

2015 to early 2018. The bio-pesticides reduced the 

incidences of thrips (Megalurothrips usitatus), and 

the infestation by the aphid (Aphis craccivora) and 

the pod-borer (Maruca vitrata) to the levels 

equivalent to chemical pesticide (abamectin) during 

trials in 2015 and 2016. Hence, the IPM package 

can be a better alternative to chemical pesticides in 

managing the key insect pests on yard-long bean in 

Cambodia. 

Toyinbo et al. studied the genetic variability for 

thrips resistance, estimate heritability of yield and 

other traits and investigate inter-trait relationships 

under thrips infestation. One hundred and fifty-six 

cowpea lines, including one resistant and one 

susceptible check, were screened for resistance 

under natural infestation at two locations in 

Nigeria, in 2016. Test lines were scored for thrips 

damage weekly for three consecutive weeks, after 

removal of spreader plants, to obtain damage scores 

(DS) 1, 2 and 3 while data were collected on 

agronomic traits. The data were subjected to 

analysis of variance from which genetic 

components of the phenotypic variance were 

computed. Genetic variability among the lines 

suggests the possibility of genetic control of thrips 

while number of pods per peduncle, number of 

peduncles per plant and DS3 would serve as useful 

selection criteria for thrips resistance. 

3.PROPOSED SYSTEM 

Agriculture is one of the most important sources for 

human sustenance on Earth. Not only does it 

provide the much necessary food for human 

existence and consumption but also plays a major 

vital role in the economy of the country. But Plant 

diseases have turned into a dilemma as it can cause 

significant reduction in both quality and quantity of 

agricultural products. Nowadays farmers are facing 

many crucial problems for getting better yield 

cause of rapid change in climate and unexpected 

level of insects, in order to get better yield, need to 

reduce the level of pest insect. Several millions of 

dollars are spent worldwide for the safety of crops, 

agricultural produce and good, healthy yield. It is a 

matter of concern to safeguard crops from Bio-

aggressors such as pests and insects, which 

otherwise lead to widespread damage and loss of 

crops. In a country such as India, approximately 

18% of crop yield is lost due to pest attacks every 

year which is valued around 90,000 million rupees. 

Conventionally, manual pest monitoring 

techniques, sticky traps, black light traps are being 

utilized for pest monitoring and detection in farms.  

Manual pest monitoring techniques are time 

consuming and subjective to the availability of a 

human expert to detect the same. Disease is caused 

by pathogen which is any agent causing disease. In 

most of the cases pests or diseases are seen on the 

leaves or stems of the plant. Therefore, 

identification of plants, leaves, stems and finding 

out the pest or diseases, percentage of the pest or 

disease incidence, symptoms of the pest or disease 

attack, plays a key role in successful cultivation of 

crops. In general, there are two types of factors 

which can bring death and destruction to plants; 

living(biotic) and nonliving (abiotic) agents. Living 

agent’s including insects, bacteria, fungi and 

viruses. Nonliving agents include extremes of 

temperature, excess moisture, poor light, 

insufficient nutrients, and poor soil pH and air 

pollutants. 

In recent years, deep learning has made 

breakthroughs in the field of digital image 

processing, far superior to traditional methods. 

How to use deep learning technology to study plant 

diseases and pests’ identification has become a 

research issue of great concern to researchers. 
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Fig.1: Block diagram of proposed system. 

Crop disease datasets are pre-processed and 

uploaded to Residual Network-CNN ((ResNet-

CNN) for feature extraction. On the other hand, 

leaf images are also pre-processed and uploaded to 

ResNet CNN for testing. The leaf images and the 

crop disease datasets are compared to the trained 

features which are already trained with the plant 

diseases. The extracted features have some loss 

computation and accuracy. The comparison graph 

could predict the classes of the plant disease. 

Deep neural network is gradually applied to the 

identification of crop diseases and insect pests. 

Deep neural network is designed by imitating the 

structure of biological neural network, an artificial 

neural network to imitate the brain, using learnable 

parameters to replace the links between neurons. 

Convolutional neural network is one of the most 

widely used deep neural network structures, which 

is a branch of feed forward neural network. The 

success of AlexNet network model also confirms 

the importance of convolutional neural network 

model. Since then, convolutional neural networks 

have developed vigorously and have been widely 

used in financial supervision, text and speech 

recognition, smart home, medical diagnosis, and 

other fields. 

 
Fig. 2: Proposed ResNet-CNN. 

Table.1: Layers description. 

Layer Names No. of filters Kernel size Feature size 

Conv 2D +ReLU 32 3 x 3 62x62x32 

Max pooling 2D - 3 x 3 31x31x32 

Conv 2D+ReLU 32 3 x 3 29x29x32 

Max pooling 2D - 3 x 3 14x14x32 

Flatten - 1x6272 1x6272 
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Dense +ReLU 
 

1 x 256 1 x 256 

Dense + SoftMax 
 

1 x 15 1 x 15 

 

Convolutional neural networks are generally 

composed of three parts. Convolution layer for 

feature extraction. The convergence layer, also 

known as the pooling layer, is mainly used for 

feature selection. The number of parameters is 

reduced by reducing the number of features. The 

full connection layer carries out the summary and 

output of the characteristics. A convolution layer is 

consisting of a convolution process and a nonlinear 

activation function ReLU. A typical architecture of 

CNN model for crop disease recognition is shown 

in Fig. 3.2.  

The leftmost image is the input layer, which the 

computer understands as the input of several 

matrices. Next is the convolution layer, the 

activation function of which uses ReLU. The 

pooling layer has no activation function. The 

combination of convolution and pooling layers can 

be constructed many times. The combination of 

convolution layer and convolution layer or 

convolution layer and pool layer can be very 

flexibly, which is not limited when constructing the 

model. But the most common CNN is a 

combination of several convolution layers and 

pooling layers. Finally, there is a full connection 

layer, which acts as a classifier and maps the 

learned feature representation to the sample label 

space. 

4. CONCLUSION 

In this work 15 kinds of crop diseases were studied. 

The model is constructed by using deep learning 

theory and ResNet-CNN technology. Experiments 

show that the model can effectively identify the 

data set, and the overall recognition accuracy is as 

high as 98.23%. The results show that the 

recognition accuracy of this hybrid network model 

is relatively higher than the traditional model, and 

it can be effectively applied to the identification 

and detection of plant diseases. In the future work, 

there are two directions should be improved, they 

are extended data set and optimized model. There 

are 27 diseases with 10 crop species dataset is 

available, and other species and diseases were not 

involved, such as rice and wheat, and their related 

diseases. Therefore, the next step is to obtain more 

crop species and disease images for research.   This 

model has achieved good recognition accuracy and 

is worthy of further study and optimization. At the 

same time, we should design a network model 

which can classify crop images with higher 

accuracy. 
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